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Training, test and validation sets

● Training: subset of dataset used as input to the model’s training algorithm

● Validation: subset used to evaluate models during training

● Test: subset used to test the final model

e.g. the training set (70%) is used to train multiple models (different features, parameters, 
etc.) and the validation set (20%) is used to compare and select the best performing model. 
The test set (10%) is then used to evaluate the selected model.
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Terminology Confusion!

● ‘Test’ and ‘validation’ are used interchangeably in academia and 
industry!

● That’s fine… make sure to know the proper use.
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https://en.wikipedia.org/wiki/Training,_validation,_and_test_data_sets
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Errors

● The error on the training data is called as the “training error”
● The error on the test data is referred to as the ”test error”
● The error on the test data is a good indication of how well the 

classifier will perform on new data and this is known as the 
generalization. 

● If the classifier performs well on the new data, then it is a good 
generalization. Generalization refers to how well the model is 
performing on unseen data (data not used to train the model)
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Test error : Generalization error
● If the model generalizes well, then it will perform well on the new data sets 

that has the similar structure to the training data..

● Since the Test error is an indication of how well the model generalizes to new 
data, the test error also called the generalization error.
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Resource/Reference: Introduction to Statistical Learning with R, 7th Edition 



Tetherless World Constellation

Overfitting

● Another related concept to Generalization is “overfitting”.

● If the model has very low training error but it has high 
generalization error, then it is over fitting. 
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Low Training Error High Test Error

Overfitting

Resource/Reference: Introduction to Statistical Learning with R, 7th Edition 
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Overfitting
● This is a good indication that the model may have 

learned to model the noise in the training data, 
instead of the learning from the underlying 
structure of the data.  

● Overfitting is an indication of poor generalization. 
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Model is fitting to 
the structure of the data

Model is fitting to 
the noise of the data
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Underfitting

● Underfitting occurs when a statistical model cannot adequately capture the 
underlying structure of the data.

● In other words, underfitting take place when the model has not properly 
learned the structure of the data.
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Robustly Validating Models

● There are several ways to create the evaluate/validate models

○ Holdout method

○ K-fold Cross validation

○ Monte Carlo Cross validation

○ Leave-One-Out Cross validation

9
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Holdout Method

● Split the dataset into 2 subsets, one for training and another for testing.

● The training set is usually larger than the test set.

● Not recommended for robust validation.

10

Resource/Reference: Introduction to Statistical Learning with R, 7th Edition - Chapter 5
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K-fold Cross Validation

● In k-fold cross validation, the data are segmented in to k number of disjoint 
partitions.

● During each iteration, one partition is used as the test set and the remaining k-1 
(combined) for training; The process is repeated k times.

● Each time using a different partition for testing, so that each partition is used 
exactly one time for the validation.
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Resource/Reference: Introduction to Statistical Learning with R, 7th Edition - Chapter 5
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Monte Carlo Cross Validation (Repeated random sub-
sampling)

● In Monte Carlo cross validation, the dataset is split into training/test sets over n iterations 
with the samples in each selected at random.

● The size of each partitions may be constant or vary over the iterations.

● Commonly used in research, considered robust because of the averaging effect over 
multiple iterations.

● Downside: since selection is random, some observations may not end up in test sets and 
some may be oversampled

12
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Leave One Out Cross Validation (LOOCV)

● For as many iterations as there are observations, drop one observation and use 
all the others for training; test on the 1 observation and average at the end.

● Every observation is tested once.

● Depending on the size of the dataset, may be computationally expensive.
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Resource/Reference: Introduction to Statistical Learning with R, 7th Edition - Chapter 5
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Evaluating Linear Models
62 3. Linear Regression
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FIGURE 3.1. For the Advertising data, the least squares fit for the regression
of sales onto TV is shown. The fit is found by minimizing the sum of squared
errors. Each grey line segment represents an error, and the fit makes a compro-
mise by averaging their squares. In this case a linear fit captures the essence of
the relationship, although it is somewhat deficient in the left of the plot.

Let ŷi = β̂0 + β̂1xi be the prediction for Y based on the ith value of X .
Then ei = yi− ŷi represents the ith residual—this is the difference between

residual
the ith observed response value and the ith response value that is predicted
by our linear model. We define the residual sum of squares (RSS) as

residual sum
of squares

RSS = e21 + e22 + · · ·+ e2n,

or equivalently as

RSS = (y1− β̂0− β̂1x1)
2+(y2− β̂0− β̂1x2)

2+ . . .+(yn− β̂0− β̂1xn)
2. (3.3)

The least squares approach chooses β̂0 and β̂1 to minimize the RSS. Using
some calculus, one can show that the minimizers are

β̂1 =

∑n
i=1(xi − x̄)(yi − ȳ)∑n

i=1(xi − x̄)2
,

β̂0 = ȳ − β̂1x̄,

(3.4)

where ȳ ≡ 1
n

∑n
i=1 yi and x̄ ≡ 1

n

∑n
i=1 xi are the sample means. In other

words, (3.4) defines the least squares coefficient estimates for simple linear
regression.
Figure 3.1 displays the simple linear regression fit to the Advertising

data, where β̂0 = 7.03 and β̂1 = 0.0475. In other words, according to

• Sales vs. TV ad spending
• Sales in 1000s of units
• TV ad spending in 1000s 

of $
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Evaluating Linear Models

68 3. Linear Regression

then we can infer that there is an association between the predictor and the
response. We reject the null hypothesis—that is, we declare a relationship
to exist between X and Y—if the p-value is small enough. Typical p-value
cutoffs for rejecting the null hypothesis are 5 or 1%. When n = 30, these
correspond to t-statistics (3.14) of around 2 and 2.75, respectively.

Coefficient Std. error t-statistic p-value
Intercept 7.0325 0.4578 15.36 < 0.0001
TV 0.0475 0.0027 17.67 < 0.0001

TABLE 3.1. For the Advertising data, coefficients of the least squares model
for the regression of number of units sold on TV advertising budget. An increase
of $1,000 in the TV advertising budget is associated with an increase in sales by
around 50 units (Recall that the sales variable is in thousands of units, and the
TV variable is in thousands of dollars).

Table 3.1 provides details of the least squares model for the regression of
number of units sold on TV advertising budget for the Advertising data.
Notice that the coefficients for β̂0 and β̂1 are very large relative to their
standard errors, so the t-statistics are also large; the probabilities of seeing
such values if H0 is true are virtually zero. Hence we can conclude that
β0 ̸= 0 and β1 ̸= 0.4

3.1.3 Assessing the Accuracy of the Model

Once we have rejected the null hypothesis (3.12) in favor of the alternative
hypothesis (3.13), it is natural to want to quantify the extent to which the
model fits the data. The quality of a linear regression fit is typically assessed
using two related quantities: the residual standard error (RSE) and the R2

R2

statistic.
Table 3.2 displays the RSE, the R2 statistic, and the F-statistic (to be

described in Section 3.2.2) for the linear regression of number of units sold
on TV advertising budget.

Residual Standard Error

Recall from the model (3.5) that associated with each observation is an
error term ϵ. Due to the presence of these error terms, even if we knew the
true regression line (i.e. even if β0 and β1 were known), we would not be
able to perfectly predict Y from X . The RSE is an estimate of the standard

4In Table 3.1, a small p-value for the intercept indicates that we can reject the null
hypothesis that β0 = 0, and a small p-value for TV indicates that we can reject the null
hypothesis that β1 = 0. Rejecting the latter null hypothesis allows us to conclude that
there is a relationship between TV and sales. Rejecting the former allows us to conclude
that in the absence of TV expenditure, sales are non-zero.

Values of coefficients >> their Std. errors

High t-statistic

Very low p-value

3.1 Simple Linear Regression 67

In the case of the advertising data, the 95% confidence interval for β0

is [6.130, 7.935] and the 95% confidence interval for β1 is [0.042, 0.053].
Therefore, we can conclude that in the absence of any advertising, sales will,
on average, fall somewhere between 6,130 and 7,940 units. Furthermore,
for each $1,000 increase in television advertising, there will be an average
increase in sales of between 42 and 53 units.
Standard errors can also be used to perform hypothesis tests on the

hypothesis
testcoefficients. The most common hypothesis test involves testing the null

hypothesis of
null
hypothesis

H0 : There is no relationship between X and Y (3.12)

versus the alternative hypothesis
alternative
hypothesis

Ha : There is some relationship between X and Y . (3.13)

Mathematically, this corresponds to testing

H0 : β1 = 0

versus
Ha : β1 ̸= 0,

since if β1 = 0 then the model (3.5) reduces to Y = β0 + ϵ, and X is
not associated with Y . To test the null hypothesis, we need to determine
whether β̂1, our estimate for β1, is sufficiently far from zero that we can
be confident that β1 is non-zero. How far is far enough? This of course
depends on the accuracy of β̂1—that is, it depends on SE(β̂1). If SE(β̂1) is
small, then even relatively small values of β̂1 may provide strong evidence
that β1 ̸= 0, and hence that there is a relationship between X and Y . In
contrast, if SE(β̂1) is large, then β̂1 must be large in absolute value in order
for us to reject the null hypothesis. In practice, we compute a t-statistic,

t-statistic
given by

t =
β̂1 − 0

SE(β̂1)
, (3.14)

which measures the number of standard deviations that β̂1 is away from
0. If there really is no relationship between X and Y , then we expect
that (3.14) will have a t-distribution with n− 2 degrees of freedom. The t-
distribution has a bell shape and for values of n greater than approximately
30 it is quite similar to the normal distribution. Consequently, it is a simple
matter to compute the probability of observing any number equal to |t| or
larger in absolute value, assuming β1= 0. We call this probability the p-value.

p-value

ial association between the pre-

between the predictor and the response. Hence, if we see a small p-value,

Roughly speaking, we interpret the p-value as follows: a small p-value indicates
that it is unlikely to observe such a substant
dictor and the response due to chance, in the absence of any real association
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Residual Standard Error

• Mean sales ≈ 14,000 units

RSE = 3.26 = 3,260 units
good/bad?

R2

• measures the proportion of the variability 
in Y that can be explained using X

• has a value between 0,1

3.1 Simple Linear Regression 69

Quantity Value
Residual standard error 3.26
R2 0.612
F-statistic 312.1

TABLE 3.2. For the Advertising data, more information about the least squares
model for the regression of number of units sold on TV advertising budget.

deviation of ϵ. Roughly speaking, it is the average amount that the response
will deviate from the true regression line. It is computed using the formula

RSE =

√
1

n− 2
RSS =

√√√√ 1

n− 2

n∑

i=1

(yi − ŷi)2. (3.15)

Note that RSS was defined in Section 3.1.1, and is given by the formula

RSS =
n∑

i=1

(yi − ŷi)
2. (3.16)

In the case of the advertising data, we see from the linear regression
output in Table 3.2 that the RSE is 3.26. In other words, actual sales in
each market deviate from the true regression line by approximately 3,260
units, on average. Another way to think about this is that even if the
model were correct and the true values of the unknown coefficients β0

and β1 were known exactly, any prediction of sales on the basis of TV
advertising would still be off by about 3,260 units on average. Of course,
whether or not 3,260 units is an acceptable prediction error depends on the
problem context. In the advertising data set, the mean value of sales over
all markets is approximately 14,000 units, and so the percentage error is
3,260/14,000 = 23%.
The RSE is considered a measure of the lack of fit of the model (3.5) to

the data. If the predictions obtained using the model are very close to the
true outcome values—that is, if ŷi ≈ yi for i = 1, . . . , n—then (3.15) will
be small, and we can conclude that the model fits the data very well. On
the other hand, if ŷi is very far from yi for one or more observations, then
the RSE may be quite large, indicating that the model doesn’t fit the data
well.

R2 Statistic

The RSE provides an absolute measure of lack of fit of the model (3.5)
to the data. But since it is measured in the units of Y , it is not always
clear what constitutes a good RSE. The R2 statistic provides an alternative
measure of fit. It takes the form of a proportion—the proportion of variance
explained—and so it always takes on a value between 0 and 1, and is
independent of the scale of Y .
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To calculate R2, we use the formula

R2 =
TSS− RSS

TSS
= 1− RSS

TSS
(3.17)

where TSS =
∑

(yi − ȳ)2 is the total sum of squares, and RSS is defined
total sum of
squaresin (3.16). TSS measures the total variance in the response Y , and can be

thought of as the amount of variability inherent in the response before the
regression is performed. In contrast, RSS measures the amount of variability
that is left unexplained after performing the regression. Hence, TSS−RSS
measures the amount of variability in the response that is explained (or
removed) by performing the regression, and R2 measures the proportion
of variability in Y that can be explained using X . An R2 statistic that is
close to 1 indicates that a large proportion of the variability in the response
has been explained by the regression. A number near 0 indicates that the
regression did not explain much of the variability in the response; this might
occur because the linear model is wrong, or the inherent error σ2 is high,
or both. In Table 3.2, the R2 was 0.61, and so just under two-thirds of the
variability in sales is explained by a linear regression on TV.
The R2 statistic (3.17) has an interpretational advantage over the RSE

(3.15), since unlike the RSE, it always lies between 0 and 1. However, it can
still be challenging to determine what is a good R2 value, and in general,
this will depend on the application. For instance, in certain problems in
physics, we may know that the data truly comes from a linear model with
a small residual error. In this case, we would expect to see an R2 value that
is extremely close to 1, and a substantially smallerR2 value might indicate a
serious problem with the experiment in which the data were generated. On
the other hand, in typical applications in biology, psychology, marketing,
and other domains, the linear model (3.5) is at best an extremely rough
approximation to the data, and residual errors due to other unmeasured
factors are often very large. In this setting, we would expect only a very
small proportion of the variance in the response to be explained by the
predictor, and an R2 value well below 0.1 might be more realistic!
The R2 statistic is a measure of the linear relationship between X and

Y . Recall that correlation, defined as
correlation

Cor(X,Y ) =

∑n
i=1(xi − x)(yi − y)√∑n

i=1(xi − x)2
√∑n

i=1(yi − y)2
, (3.18)

is also a measure of the linear relationship between X and Y .5 This sug-
gests that we might be able to use r = Cor(X,Y ) instead of R2 in order to
assess the fit of the linear model. In fact, it can be shown that in the simple
linear regression setting, R2 = r2. In other words, the squared correlation

5We note that in fact, the right-hand side of (3.18) is the sample correlation; thus,

it would be more correct to write ̂Cor(X, Y ); however, we omit the “hat” for ease of
notation.
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Residual Sum of Squares (RSS)

For given data (x1,y1), ..., (xn,yn) ∈ ℝ×ℝ, 

- Residual Sum of Squares (RSS), the ith residual 

62 3. Linear Regression
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FIGURE 3.1. For the Advertising data, the least squares fit for the regression
of sales onto TV is shown. The fit is found by minimizing the sum of squared
errors. Each grey line segment represents an error, and the fit makes a compro-
mise by averaging their squares. In this case a linear fit captures the essence of
the relationship, although it is somewhat deficient in the left of the plot.

Let ŷi = β̂0 + β̂1xi be the prediction for Y based on the ith value of X .
Then ei = yi− ŷi represents the ith residual—this is the difference between

residual
the ith observed response value and the ith response value that is predicted
by our linear model. We define the residual sum of squares (RSS) as

residual sum
of squares

RSS = e21 + e22 + · · ·+ e2n,

or equivalently as

RSS = (y1− β̂0− β̂1x1)
2+(y2− β̂0− β̂1x2)

2+ . . .+(yn− β̂0− β̂1xn)
2. (3.3)

The least squares approach chooses β̂0 and β̂1 to minimize the RSS. Using
some calculus, one can show that the minimizers are

β̂1 =

∑n
i=1(xi − x̄)(yi − ȳ)∑n

i=1(xi − x̄)2
,

β̂0 = ȳ − β̂1x̄,

(3.4)

where ȳ ≡ 1
n

∑n
i=1 yi and x̄ ≡ 1

n

∑n
i=1 xi are the sample means. In other

words, (3.4) defines the least squares coefficient estimates for simple linear
regression.
Figure 3.1 displays the simple linear regression fit to the Advertising

data, where β̂0 = 7.03 and β̂1 = 0.0475. In other words, according to
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Mean Absolute Error

• Mean( ||Predicted value - Real value|| )

MAE = ∑!"#
$ $!% &$!

'
= ∑!"#
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Mean Squared Error

• Mean( (Predicted value - Real value)2 )

MSE = )
'
∑*+)' 𝑦* − %𝑦* ,
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Root Mean Squared Error

• SquareRoot( Mean( (Predicted value - Real value)2 ) )

𝑅𝑀𝑆𝐸 =
∑+,-. (𝑦+ − *𝑦+ )/

𝑛
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in-class exercise
https://rpi.box.com/s/f0ipdgmdul7dig11kxyov3l2v0fk8027
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https://rpi.box.com/s/f0ipdgmdul7dig11kxyov3l2v0fk8027
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Thanks!
Have a great weekend!

22

Work on your assignment/project!!!


