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Introductior”

Evolution of LLMs
2018 - early 2023

Source:
Yang et al., 2023
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https://arxiv.org/pdf/2304.13712.pdf
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Open-Source
What makes LLMs so useful?
LLMs were born from NLP research, )
but their capabilities have
continuously evolved:
2013: How to represent text?
2014: How to generate text? 2021)
2015-2017: Focused NLP applications
with RNNs 120)
2017-2019: Contextual representation I
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Introduction

2013: How to represent
text?

Source 0. Sourc

king & ~.

queen
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2014: How to generate
text?
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Figure 1. Using the seq2seq framework for modeling conversa-
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Introduction

2020 - 2023: General NLP Since ChatGPT’s release, open and
applications - commercial LLMs have become ubiquitous...

Capable of many tasks and catalyzed by
constant competition to be the best...

https://huggingface.co/spaces/HuggingFaceH4
[open_IIm _Teaderboard

__ _ Applications and ecosystems have grown at
TD' o MISTRAL chatGPT  preakneck speed:
FaIcon L g

@ OpenAl
‘s\& LangChaln Llamalndex developer
platform

MPT-30B
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https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard

Introduction

Q: Where was the fundamental “jump” in LLM capability in 2021-
2023?

A: Several contributing factors:
° Scale (# parameters, # tokens)
° Instruction Tuning
> Alignment (RLHF)
> Advanced Prompting (CoT)
° Retrieval Augmentation (RAG)
° Tool Use
° Perception-Action loop

SRR |1 age Sourc



https://www.zdnet.com/article/85-of-business-leaders-would-let-a-robot-make-their-decisions/
https://www.zdnet.com/article/85-of-business-leaders-would-let-a-robot-make-their-decisions/
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Recap: How do LLMs Work?

Next Probabilit
word y
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Recap: How do LLMs Work?

In text generation, we feed tokens in
to an LLM and predict the next ones
autoregressively.

Input text is first preprocessed by
tokenization into words or subwords:
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["LO"’ "rem"’ "_ip"’
"_a"’ "met"]

Recap: How do LLMs Work?

Input text is first preprocessed by
tokenization into words or
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Recap: How do LLMs Work?

* Embeddings are the way tokens are fed into the LLM. An Recall: Word2Vec!
embedding is a numeric array (vector) which encodes the i
contextual similarity of a token with other tokens. " i v
Mg e )
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https://predictivehacks.com/a-high-level-introduction-to-word-embeddings/
https://predictivehacks.com/a-high-level-introduction-to-word-embeddings/

Recap: How do LLMs Work?

_ , I I | - T > ! > T ]
Autoregressive Language Models come in r 1 1t 1 1 1 1 1
encoder-decoder or decoder-only setups. ," i t t e

Wit Repl
Early work (e.g., Sutskever et al., 2014, revious Bentenees "
V|nyals & Le’ 2015) used Long_short Term Efgure 1. Using the seq2seq framework for modeling conversa-
Memory (LSTM) networks (Hochreiter & Lo
Schmidhuber, 1997) to probabilistically P( How | P( are | Hi! HowP( you | Hi! How
model the sequence of words in a
T’ ) ® 6
Py, yrles,. . or) = [[p@elo v, 1) L — '
t=1 i
Image Sources: { A o '%55' _,{ A }:

* Sequence to Sequence Learning with Neural Networks (Sutskever et al., 2014) | l
* A Neural Conversational Model (Vinyals & Le, 2015) @ ® @
* Chris Olah’s blog https://colah.github.io/posts/2015-08-Understanding-LSTMs/

Hi! How are "



https://colah.github.io/posts/2015-08-Understanding-LSTMs/

Recap: How do LLMs Work?

P( How | P( are | Hi! HowP( you | Hi! How

Modern LLMs are still Autoregressive

Language Models that model language ® ® &
apgm - . . . s ~ - ~ I ~
probabilistically - just with a different
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Recap: How do LLMs Work?
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Instruction Tuning

So, LLMs are just overparameterized autocomplete models.

How do you say
“Thank You” in French?
I’'m visiting France and
want to make sure |
know basic etiquette...

How do you say “Thank
You” in French? ‘




Instruction Tuning

So, LLMs are just overparameterized autocomplete models.

How do you say

How do you say “Thank “Thank You” in French?

You” in French?

How do you say
“Thank You” in
Spanish?

How do you say
“Thank You” in Italian?




Instruction Tuning

So, LLMs are just overparameterized autocomplete models.

Prompt engineering is needed to get desired results:

Q: How do you say
“Thank You” in

‘ French?

A: You can say
“Merci” or “Merci
Beucoup”.

our I Frenchy o LLM
A:

Prompt Templating:

{question} [ Q: {question}
A:




Instruction Tuning

So, LLMs are just overparameterized autocomplete models.

Few-shot learning is often needed to “teach” the LLM a new task in context:

Q: How do you say “Thank You”

in Spanish?

A: You can say “Gracias” or
“Muchas Gracias”.

Q: How do you say “Thank You”

in German?

A: You can say “Danke” or
“Danke Schon”.

Q: How do you say “Thank You”

in French?

A:

—

LLM

Few-Shot Prompt Templating:

{example Q1}, {example Al},
{example Q2}, {example A2},

.{-duestion} [ (.).:-{example Q1}
A: {example Al}

Q {question}
A:

—

Q: How do you say “Thank
You” in Spanish?

A: You can say “Gracias” or
“Muchas Gracias”.

Q: How do you say “Thank
You” in German?

A: You can say “Danke” or
“Danke Schon”.
Q: How do you say “Thank

You” in French?

A: You can say “Merci” or
“Merci Beucoup”.




Instruction Tuning

So, LLMs are just overparameterized autocomplete models.

If you have a couple thousand examples you can also fine-tune the weights
directly for the desired template, for example to just treat every input as a
question and try to answerpgits

How do you say “Thank
You” in French? ‘

| LM Em) You can say “Merci”

or “Merci Beucoup”.

Critically: Fine-tuning can make the most likely autocompletion become a natural response!




Instruction Tuning

Critically: Fine-tuning can make the most likely autocompletion become a natural response!

BUT: a fine-tuned LLM would become specialized to that one task and be
Incapable of others.

You can say
Comblen font 3 +

WhatlS3+4?~ -




Instruction Tuning

Critically: Fine-tuning can make the most likely autocompletion become a natural response!

The solution? Instruction Tuning!
° Fine-tune on a mixture of tasks prefixed with natural language instructions:

Answer the following ‘
question:

What is 3 + 47 LLM

Translate the following
sentence into French: ‘
“Thank You”

- The answer is 7.

‘ “Merci” or “Merci

Beucoup”




Instruction Tuning

'gwo :ra cll(ltional methods to get a LLM to (A) Pretrain-finetune (BERT, T5)
o a task:
] ) b s Fiea’” — oniaera  (C) Instruction tuning (FLAN)
L Flne'tu nlng * Typically requires many
task-specific examples Pretrained w
e N-shot prompting o - - pa
Maodel learns to perform Inference on
(B) Prompting (GPT-3) g T
A third is introduced here to get the best g il i
or prompt engineeri
of both worlds: | ., A

® |nstruction tunin
g Figure 2: Comparing instruction tuning with pretrain—finetune and prompting.

Key insight:
[ GPT-3 175B zero shot [ GPT-3 175B few-shot [l FLAN 137B zero-shot

® Fine-tuning a LLM on a very large set of
downstream tasks with instruction- oerormance
following prompts teaches the LLM to on unseen
follow general instructions, enabling g
superior zero-shot performance!

Natural language inference  Reading Comprehension Closed-Book QA

Wei et al., ICLR 2022; Google Research.



https://arxiv.org/pdf/2109.01652.pdf

Instruction Tuning

* Instruction tuning is now the de-facto standard for LLMs used as Assistants
or Agents. Some very influential works:

* FLAN + FlanT5 (Wei et al., 2022; Chung et al, 2022)
* InstructGPT + ChatGPT (Ouyang et al., 2022; OpenAl blog, 2022)

classification You are a very serious professor, and you check papers to see if they contain
missing citations. Given the text, say whether it is missing an important citation
(YES/NO) and which sentence(s) require citing.

@ / {text of paper}
0.6 1 | .
= . / Model extract Extract all course titles from the table below:
E = | == PPO-ptx
B *-PPO I Title | Lecturer | Room |
‘@ 044 —o—SFT | Calculus 101 | Smith | Hall B |
=4 | Art History | Paz | Hall A |
P GPT (prompted)
© —o-GPT chat The following is a conversation with an Al assistant. The assistant is helpful,
c creative, clever, and very friendly.
=< 024 ///
Human: Hello, who are you?
L o . ) Al: Tam an Al created by OpenAl. How can I help you today?
1.38 6B 1758 Human: I'd like to cancel my subscription.

Al:
uyang et al.,

Model size

df/2203.02155.pdf

@) 2022: https://arxiv.or



https://arxiv.org/pdf/2203.02155.pdf

Hotltl ULuLivil 1Tuliitly LAdllpyIco

(FLAN

Input: Input:
Movie review: This movie is the Mavie review: This movie is the
best RomCom since Pretty Woman. best RomCom since Pretty Woman,
Did this critic like the movie? Did this critic dislike the movie?
- . OFTIONS OPTIONS
Input: Input: e s
John is reading the paper John is reading the paper -no -no
“Finetuned Language Models are “Finetuned Language Models are
Zero-Shot Learners. Zero-Shot Learners. FLAN output: FLAN output:
Change to past tense. Change to passive voice.
VES no
FLAN output: FLAN output:
John was reading the paper The paper “Finetuned Language Figure 13: For sentiment analysis, FLAN changes the answer appropriately when the question is
“Finetuned Language Maodels are Madels are Zero-Shot Learners” is flipped.
Zero-Shot Learners.” being read by John.
Input: Input:

John is reading the paper
“Finetuned Language Models are
Zero-Shot Learners.”

Change the verb to eat and the

John is reading the paper
“Finetuned Language Maodels are
Zero-Shot Learners.”

Change to the verb to eat.
g subject to Noam Chomsky. Input: Input:
FLAN output: What is Barack Obama’ What is Barack Obama'’s
FLAN output: dl 1S barac ma's ;
John| et e : : profession? profession?
ohn is eating the paper Noam Chomsky is eating the paper Enawie i Chinesa
“Finetuned Language Models are “Finetuned Language Models are FLAN output:
Zero-Shot Learners. Zero-Shot Learners.” » politician FLAN output:
I
e . — + sentor B
Figure 15: FLAN can perform zero-shot rule-based manipulations. * (i prscent o ZESH

Figure 14: For question answering, FLAN can answer a question in another language when instructed
to do so. Multiple FLAN outputs are generated via random sampling with a temperature of (.9 and
top £ of 40.
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(FLAN

Recommend fun activities to do on
a rainy night in Seattle.

FLAN output:

* Go to the pacific science center
¢ Go out to eat

* Go to a comedy club

» Build a blanket fort

® Go to the Space Needle

* Go to underground tours

* Find a karaoke bar

Input:

Recommend activities to do on a
sunny weekend in Copenhagen.

FLAN output:

» Visit Christiania

* Copenhagen Zoo

» \isit the Tivoli Gardens

® Take a canal tour

* Museums

# Visit The Little Mermaid Statue

# Visit Copenhagen Zoo

® \fisit the Danish Maritime Museum

Figure 16: FLAN can make zero-shot recommendations. Multiple FLAN outputs are generated via
random sampling with a temperature of 0.9 and top % of 40.

Input:

Suggest a related search term to
“watermelon”

FLAN output:

* Cantaloupe

* Cucumber

* Melon

* Fruit

* Watermelon juice
* Watermelons

* Lemon

* Apple

Input:

Suggest a related search term to
“MNovak Djokavic"

FLAN output:

* novak djokovic girlfriend

* serena williams

e rafael nadal

* novak djokovic wife

® roger federer

® andy murray

* novak djokavic news

* novak djokovic serbia

* novak djokovic wimbledon

Figure 18: FLLAN can be used for zero-shot query expansion. Multiple FLAN outputs are generated
via random sampling with a temperature of 0.9 and top & of 40.

utiitly LAdI

Input:

Generate utterances with the intent
“get COVID vaccine"

FLAN output:

# | would like to get the covid
vaccine.

* | would like a COVID vaccine as
soon as possible

* Can | get a COVID vaccine as a
preventative measure?

* Get COVID vaccine for a five year
old

* Where is a center for COVID
vaccine testing?

MITO

Input:
Generate utterances with the intent

“where to vote in the state Senate
election”

FLAN output:

» Tell me where to vote in the state
senate election

* Find out where to vote in the state
senate election

* Where am i supposed to vote in
the state senate election

* Where can i get information on
where to vote in the state Senate
election?

Figure 17: FLAN can be used in a zero-shot fashion to generate data, such as utterances that are
consistent with a given intent. Multiple FLAN outputs are generated via random sampling with a

temperature of 0.9 and top k of 40.

Input:
On the way to Yosemite, our front
tire blew.

Finish writing the story, and include
a happy ending.

FLAN output (cherrypicked):

= \We got our tire replaced. The
mechanic was honest, kind and
helpful. Then we had a smooth ride
tor the rest of the trip. Our trip was
filled with fun and excitement.

* \We waited three hours for the
tow truck, but had a great picnic.
The tow truck driver helped us put
the spare on, and we arrived

in Yosemite for our reservations
dinner, with time to spare.

Input:
"I guess | need to do laundry.”

Rewrite the above sentence ina
Shakespearean style.

FLAN output:

# To my mind, verily, | suppose 'tis
time, | wash my clothes.

* Mine eyes and ears and tongue
declare me idle; and yet it is true |
guess, By my garments, that | need
to do laundry

* Lo my duty now calls To thee, to
wash this bady's clothes.

Figure 19: FLAN can perform zero-shot tasks relevant to assisted-writing applications. Multiple

FLAN outputs are generated via random sampling with a temperature of 0.9 and t




Aligned Instruction Tuning Process
(InstructGPT)

Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

ang et al., 2022;

Explain the moon
landing to a 6 year old

I
Y

(e)

v

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This datais used
to train our
reward model.

Explain the moon
landing to a 6 year old

0 o

Explain gravity... Explain war...

0-0-0-0

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the palicy
using PPO.

™

Write a story
about frogs

Also known as
Reinforcement
Learning from
Human Feedback:
RLHF


https://arxiv.org/pdf/2203.02155.pdf

Instruction Tuning

Takeaway: Almost any off-the-shelf LLM you use today will be instruction
tuned and also likely aligned with RLHF.

If using open-source models, be careful:

The same model often comes as “base”, “instruct”, and/or “chat” variants:

-- Hugging Face

Models 207 ( llama-2-70b x)
1 e - Instruction tuned, RLHF’d, ready to
t# Text Generation - Updated 1dayago - &+ 1.7M - 2 1.6k

serve you as your personal assistant.

m meta-llama/Llama-2-7@b-ht

w Text Generation - Updated 1 day ago - = 146k - %7 658

-ild, untamed autocomplete engine!
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Chain-of-Thought (CoT)

Ok so, LLMs are not just overparameterized autocomplete models. LLMs can
follow instructions.

Chain-of-thought Reasoning (Wei et
But, they are pretty awful at math: al., 2022)

Standard Prompting

- ™

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

o ¥ 7

l A: The answer is 27. x J

Source: https://arxiv.org/pdf/2201.11903.pdf
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Chain-of-Thought (CoT)

Ok so, LLMs are not just overparameterized autocomplete models. LLMs can
follow instructions.

Chain-of-thought Reasoning (Wei et
But, they are pretty awful at math: al., 2022)

Standard Prompting Chain of Thought Prompting
. Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
- O r n Ot, |f th e p rO b I e m tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

can be broken down into

. A: The answer is 11. A
simple steps! S . =

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples

Chain-of-Thought (CoT) \ 7| otymier b

is a prompting
technique to elicit | A The answeris 27. 3¢ J

step-by-step reasoning
in LLMs.

A:

answer is 9. J

Source: https://arxiv.org/pdf/2201.11903.pdf
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Chain-of-Thought (CoT

In 2022 it was discovered that the largest LLMs at the time (e.g., GPT-3) could
be prompted to do zero-shot CoT using a simple “incantation”:

(a) Few-shot

@oger has 5 tennis balls. He buys 2 more cans of terQ

balls. Each can has 3 tennis balls. How many tennis balls does
he have now?
A: The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A

(Output) The answeris 8. X

(b) Few-shot-CoT

ﬁRoger has 5 tennis balls. He buys 2 more cans of te%
balls. Each can has 3 tennis balls. How many tennis balls does

he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A

(Output) The juggler can juggle 16 balls. Half of the balls are golf

. i

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

(c) Zero-shot

blue. So there are 8/ 2 = 4 blue golf balls. The answeris 4. +

@-‘s_ So there are 16 / 2 = 8 golf balls. Half of the golf balls 7

(d) Zero-shot-CoT (Ours)

and half of the golf balls are blue. How many blue golf balls are
there?

~The “magic” incantation:
“Let’s think step by step’

Q: A juggler can juggle 16 balls. Half of the balls are golf bailsw

A: Let’s think step by step. <

balls. That means that there are 8 golf balls. Half of the golf balls
are blue. That means that there are 4 blue golf balls. v

(Output) There are 16 balls in total. Half of the balls are goij

https://arxiv.org/pdf/2205.11916.
pdf

Large Language Models are
Zero-Shot Reasoners (Kojima et

\l o D ()
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Chain-of-Thought (CoT)

In 2022 it was discovered that the largest LLMs at the time (e.g., GPT-3) could
be prompted to do zero-shot CoT using a simple “incantation”:

® Zero-shot = Zero-shot-CoT ® Zero-shot ® Zero-shot-CoT ® Zero-shot ® Zero-shot-CoT
80 80 50
60 60 40
{“ H 17 :
A0 - 30 The “magic” incantation:
20 u“ ’ : ”
- - . Let’s think step by step
0 —a—é— 0 0
03B 1.3B 6.7B 1758 S M L XL 8B 62B 5408
(a) MultiArith on Original GPT-3  (b) MultiArith on Instruct GPT-3 (c) GMSE8K on PalLM

Figure 3: Model scale study with various types of models. S: text-ada-001, M: text-babbage-001, L:
text-curie-001, XL: text-davinci-002. See Appendix A.3 and E for the detail.

Critically, the technique is dramatically more e
effective on InstructGPT than base GPT-3! fa_rge Language Models are

Zero-Shot Reasoners (Kojima et
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Chain-of-Thought (CoT

Other similar phrases yielded similar results:

Table 4: Robustness study against template measured on the MultiArith dataset with text-davinci-002.
(*1) This template is used in Ahn et al. [2022] where a language model is prompted to generate
step-by-step actions given a high-level instruction for controlling robotic actions. (*2) This template
is used in Reynolds and McDonell [2021] but is not quantitatively evaluated.

No. Category Template Accuracy

| instructive  Let’s think step by step. 78.7

2 First, (*1) 71.3

3 Let’s think about this logically. 74.5

-+ Let’s solve this problem by splitting it into steps. (*2) 2.2

5 Let’s be realistic and think step by step. 70.8

6 Let’s think like a detective step by step. 70.3

7 Let’s think 3715

8 Before we dive into the answer, 557

9 The answer is after the proof. 45.7

10 misleading Don’t think. Just feel. 18.8

g Let’s think step by step but reach an incorrect answer. 18.7

12 Let’s count the number of "a" in the question. 16.7

13 By using the fact that the earth is round, 9.3

ig irrelevant Eir?fag;gr,;! found a good restaurant nearby. :;’g https://arxiv.ora/pdf/2205.11916.
16 It’s a beautiful day. 13.1 pdf

Large Language Models are

- (Zero-shot) 17.7

Zero-Shot Reasoners (Kojima et

\l o D ()
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Chain-of-Thought (CoT)

Works for a variety of reasoning tasks, not just math:

Table 1: Accuracy comparison of Zero-shot-CoT with Zero-shot on each tasks. The values on the left
side of each task are the results of using answer extraction prompts depending on answer format as
described at § 3. The values on the right side are the result of additional experiment where standard
answer prompt "The answer i1s" 1s used for answer extraction. See Appendix A.5 for detail setups.

Arithmetic

SingleEq AddSub MultiArith  GSMSK AQUA SVAMP
zero-shot 74.6/78.7 72.2/77.0 17.7/227 10.4/12.5 22.4/22. 4 58.8/58.7
zero-shot-cot 78.0/78.7 69.6/74.7 78.7/79.3 40.7/40.5 33.5/31.9 62.1/63.7
Common Sense Other Reasoning Tasks Symbolic Reasoning

Common Strategy Date Shuffled Last Letter  Coin Flip

SenseQA QA Understand  Objects (4 words) (4 times)
zero-shot 68.8/72.6 12.7/54.3 49.3/33.6 31.3/29.7 0.2/- 12.8/53.8
zero-shot-cot 64.6/64.0 54.8/52.3 67.5/61.8 52.4/52.9 57.6/- 91.4/87.8

https://arxiv.org/pdf/2205.11916.
pdf

Large Language Models are
Zero-Shot Reasoners (Kojima et
al., NeurlPS 2022)
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Chain-of-Thought (CoT)

Common-
senseQA

StrategyQA

Q: If there is a pond with trees
around it, where 1s it likely lo-
cated? Answer Choices: (A)
ground (B) bathroom (C) for-
est (D) countryside (E) rural
area

A: Let’s think step by step. A pond is likely to
be located near trees because trees need water to
survive. Therefore, the most likely location for a
pond with trees around it 1s in a forest. Therefore,
among A through E, the answeris C. v

Q: Would JPEG be a good for-
mat for saving an image of Da
Vinci’s Vitruvian Man?

A: Let’s think step by step. The JPEG format is a
lossy compression format, which means that some
of the image data will be lost when the image is
compressed. The Vitruvian Man is a very detailed
image, with lots of small details. So, when we
compress the image using JPEG, some of those
small details will be lost, and the image will not be
as sharp and clear as the original. So, in conclusion,
JPEG is not the best format for saving an image of
the Vitruvian Man. Therefore, the answer (Yes or
No) 1s No. v

https://arxiv.org/pdf/2205.11916.
pdf

Large Language Models are
Zero-Shot Reasoners (Kojima et
al., NeurlPS 2022)
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Chain-of-Thought (CoT)

Question

Q: For Halloween Megan received 11 pieces of candy from neighbors and 5
pieces from her older sister. If she only ate 8 pieces a day, how long would the
candy last her?

Zero-Shot

A: The answer (arabic numerals) is 3 days. X

Zero-shot-
CoT (1)

A: Let’s think step by step.

Megan received 11 pieces of candy from neighbors and 5 pieces from her older
sister. That means she has a total of 16 pieces of candy. If she only ate 8 pieces a
day, she would have to divide her candy into two days. That means she would
have 8 pieces of candy for Day 1 and 8 pieces of candy for Day 2.

Therefore, the answer (arabic numerals) is 2. v

https://arxiv.org/pdf/2205.11916.
pdf

Large Language Models are
Zero-Shot Reasoners (Kojima et
al., NeurlPS 2022)
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Chain-of-Thought (CoT)

Recently, authors have proposed improvements to CoT:

|

v Majunty vote

(a) Input-Output (c] Chain of Thought c} Self Consistency
Prompting (1Q) Prompting (CoT) with CoT (CoT-SC) (d) Tree of Thoughts (ToT)

Tree of Thoughts: Deliberate Problem
Solving with Large Language Models
(Yao et al., 2023)

https://arxiv.org/pdf/2305.10601.pdf

Figure 1: Schematic illustrating various approaches to problem solving with LLMs. Each rectangle
box represents a thought, which is a coherent language sequence that serves as an intermediate

step toward problem solving. See concrete examples of how thoughts are generated, evaluated, and
searched in Figures 2,4,6.
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Chain-of-Thought (CoT

Recently, authors have proposed improvements to

CoT:

iﬁ

i Majority vote

col

(a) Input-Output  (c) Chain of Thought
Prompting (10) Prompting (CoT)

(c} Self Consistency
with CoT (CoT-SC)

SELF-CONSISTENCY IMPROVES CHAIN \\
OF THOUGHT REASONING IN
LANGUAGE MODELS (Wang et al.,
2023)
https://arxiv.org/pdf/2203.11171.pdf

ICLR

thought

(d) Tree of Thoughts (ToT)

\
\
\

GSM8K MultiArith AQuA  SVAMP  CSQA  ARC-c
Greedy decode 56.5 94.7 35.8 79.0 79.0 85.2
Weighted avg (unnormalized) 56.3 £00 905400 358 +00 73.0+00 748+00 823400
Weighted avg (normalized) 221 +00 59.7+00 157400 40.5+00 52.1+00 51.7+00
Weighted sum (unnormalized) 59.9 £00 922400 382+00 762400 762400 835400
Weighted sum (normalized) 74.1+00 993 +00 480+00 86.8+00 80.7+00 88.7+00
Unweighted sum (majority vote) 74.4 £01 993 +00 483 +05 86.6+01 80.7+01 88.7+o0.1

Table 1: Accuracy comparison of different answer aggregation strategies on PalLM-540B.

Chain-of-thought

Language
prompting

model

Self-consistency

ﬂ); If there are 3 cars in the parking \
lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2=>5cars. The answer is 5.

Q: Janet's ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells

Language
model

much does she make every day?

&A:

the remainder for $2 per egg. How

Sample a diverse set of
reasoning paths

1 left. So she makes $2* 9 =

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, soin
total she sells 7 * $2 = $14 per day.

The answer is $14.

She has 16 - 3 - 4 = 9 eggs

| The answer is $18.
1

$18 per day.

i
This means she she sells the
remainder for $2 * (16 - 4 - 3) The answer is $26.
= $26 per day.
1

She eats 3 for breakfast, so |
she has 16 - 3 = 13 left. Then |
she bakes muffins, so she | The answer is $18.
has 13 - 4 = 9 eggs left. So
she has 9 eggs * $2 = $18. |

The answer is $14. J

Marginalize out reasoning paths
to aggregate final answers
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Chain-of-Thought (CoT

Recently, authors have proposed improvements to
CoT:

e
. | | |
i i Write a coherent passage of 4 short paragraphs. The end sentence of each paragraph must be: 1. It isn't
Majnnty\mte (a) difficult to do a handstand if you just stand on your hands. 2. It caught him off guard that space smelled of
Input seared steak. 3. When she didn't like a guy who was trying to pick her up, she started using sign language. 4.
Output s . Each person who knows you has a different perception of who you are.
{:‘] Input-Output (c] Chain of Thought c] Self Consistency (d) Tree of Thoughts (TaT) 1 InpUt 1 Plan1 Plan 2 Plan 3-5
rompting (10} Prompting (CaT) with CoT (CoT-50) 1 1 (b) 1. Introduce and explain the technique 1. Introduction to an unusual self-help book,
\ 1 /R 1 of doing a handstand 2. Switch to a mentioning a handstand as a metaphor for
1 | Plans story about an astronaut’s first time in embracing challenges. 2. Discuss the unexpected
\ 1Plan1 Plan2 1 space 3. Describe a situation where a things learned from astronauts, including the smell of
\ | 1 woman uses sign language to avoid space. 3. Describe a woman's clever tactic for avoiding
unwanted attention 4. The final unwanted attention at a bar. 4. Contemplate how
\ paragraph explains how everyone has different perceptions of oneself can shape one's
Passage Passage . different perceptions of others identity.
Tree of Thoughts: Deliberate Problem \ (
H H Analyzing each choice in detail: Choice 1, while incorporating the required end sentences, seems to lack a
SOIVI n g Wlth La rge La ng ua g € M Od € l S \ Votes clear connection between the paragraphs |..} Choice 2 offers an interesting perspective by using the
(YaO et a | . 2 02 3 ) required end sentences to present a self-help book's content. It connects the paragraphs with the theme of
httDS . //a rx | V.0 rCl/Ddf/Z 3 O 5 1 O 60 1 Ddf \ self-improvement and embracing challenges, making for a coherent passage. |..} The best choice is 2.
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Retrieval Augmented Generation
(RAG)

Clifton

Ok so, LLMs can follow instructions &
use step-by-step reasoning to plan the ieppy/sanck)
best response.

.....

Palm Island Resort; g="",.,.
The Grenadines,@
opliated,

"
L 3
e F 3
.........

But, they still hallucinate facts:

.......

I’'m planning to visit
Palm Island in the
Grenadines. Can | ‘

drive there?

L LM ‘ Yes, you can drive

over the Palm Island
Bridge from Clifton to
Palm Island, St.
Vincent &
Grenadines.




Retrieval Augmented Generation

(RAG)

Ok so, LLMs can follow instructions &
use step-by-step reasoning to plan the
best response.

I’'m planning to visit Palm Island
in the Grenadines. Can | drive
there?

Palm Island in the Grenadines is a '

small island one mile from Union
Island, only accessible by boat.

—

Palm Island, Grenadines

From Wikipedia, the free encyclopedia

removed.

I This article does not cite any sources. Please help improve this :

Find sources: "Palm Island, Grenadines” — news - newspapers « hooks - schol

2 Ap pe n d to C O n text Palm Island in the Grenadines is a small island one mile from Union Island, pIlEReEE o] E T T E T
.

Criginally known as FPrune Isfand. Palm Island got its current name when the former owners, the late .
of coconut palms (Cocos nucifera), transforming the deserted, swampy, and mosquito infested island
of more palms following the construction of a 752-metre (2,467 ft) concrete airstrip on Union Island. T
a nursery for young palms

3. Tokens of correct information
become more likely in the

autocomplete process!
No, Palm Island in the

Grenadines is only
accessible by boat.

1, Query Knowledge Source

This process is called
Retrieval-Augmented
Generation (RAG)!




Retrieval Augmented Generation
(RAG)

Approaches RAG include:

1. Generating queries against a vector-space IR system
a. REALM: Retrieval-Auugmented LM Pre-training (Guu et

al., 2020) _ . - «<—origin of term “RAG")
b. RAG: Retrieval-Augmented Generation (Lewis et al.,

2020)
c. DPR: Dense Passage Retrieval (Karpuk! g sttt
d. FiD: Fusion-in-Decoder (lzacard & Grav N /‘ - Docment: Suckingn Palace.
e. RETRO: Retrieval-Enhanced Transforme  ~"™ 7% \\

(Borgeau 1 i'r 2021) » We use MIPS to rapidly )'If.- o ...‘ I'

R . find the nearest neighbors il T
we pald twenty ¥ at the BUCklngham ofthequeryg . - - *1-»“ E:E:T:Ttn‘he German
Palace gift shop. \\'- —~ 4
[sep] Buckingham Palace is the London \ _:%f
residence of the British monarchy. TS~ tocument: Wall Strest..

<




Retrieval Augmented Generation
(RAG)

] € - e e e e e e e e s e s e e e .- - -m—-————- e midata o dhataias
- . End-to-End Backprop through q and ps s etk ]
uestion Answering: e three ossicles, g
RYesIR ey (Ouery Retriever p,, Document Generator pgx ek et
Encoder (Non-Parametric) Incex (Parametric)
Barack Obama was d(Z) c
born in Hawaii. (x) | Z4 SeEmmsts i)
e e Y] Marain- Fact Verification:
Fact Verification: Fact Query o = /;2‘-3'3 ~ :l ige Fiaipeiichnin
0 f.l:' - 'I | [
;2:63;1?1:\: MIPS" : = ?L__ ~.‘____‘-.’,..----...2,1 = '?hi;rl?;hdcflanturg work
_ 1s ivide 1nco
Jeopardy Question ~ A sections: "Inferno",
Generation: "Purgatorio" &
Answer Query M "Paradiso" (y)
* ) Question Generation

N

A~ — ; L Retrieval-Augmented Generation for
Prac-sequence (Y/|) an(zlx)pg(y}x, z) an (2]2) Hpe(yg,|$, 2 Y1:i-1) Knowledge-Intensive NLP Tasks (Lewis et
z€top-k(p(-|x)) z€top-k(p(-|x)) : al., NeurlPS 2020)

https://arxiv.org/abs/2005.11401
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Retrieval Augmented Generation
(RAG)

Recent, mo_re capable instruction-tuned LLMs have The New England Journal of Medicine is a registered
allowed a simpler form of RAG to take hold: Tool trademark of [QA(WHG IS the publisher of The New

Use. England Journal of Medicine?") — Massachusetts

eee Medical Soci the MMS.
For example: C:D/D o edical Society] the
1

a) LaMDA (Thoppilan et al., 2022) Out of 1400 participants, 400 (or [Calculator(400 / 1400)

b) Toolformer (Schick et al., 2023) @) - 029]29%) passed the test.
Toolformer has only 6.7b
para meters but outperfo rms The name derives from "la tortuga®, the Spanish word for
GPT-3 (175b params) on Q&A X @) MT(“tortuga”) - turtle] turtle.
and tasks requiring | AN
mathematical or temporal The Brown Act is California’s law [WikiSearch(*Brown
reasoning. Act”) — The Ralph M. Brown Act is an act of the
( Search... ’©> “ California State Legislature that guarantees the public's
right to attend and participate in meetings of local
Tool Use is a genera|ization of RAG’ legislative bodies.] that requires legislative bodies, like
. e : . | it ils, to hold thei ti to th blic.
going beyond traditional information FHH ki allaiinid il el

retrieval and including all kinds of Source:
: https://arxiv.org/pdf/2302.04761.pdf
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LLM Agents

v  ° Scale (# parameters, # tokens) Autonomous LLM Agents!
v" © Instruction Tuning o .

v" o Alignment (RLHF)
v" > Advanced Prompting (CoT)
v' © Retrieval Augmentation (RA
v > Tool Use

° Perception-Action loop

SRR |1 age Sourc

Perception-Action loop brings it
all together!



https://www.zdnet.com/article/85-of-business-leaders-would-let-a-robot-make-their-decisions/
https://www.zdnet.com/article/85-of-business-leaders-would-let-a-robot-make-their-decisions/

LLM Ag e n tS https://react-Im.qgithu

b.io/
ReAct: Synergizing Reasoning and Acting in Language Models

Shunyu Yao, Jeffrey Zhao, Dian Yu, Nan Du, Izhak Shafran, Karthik Narasimhan, Yuan Cao

[Paper] [Code] [Blogpost] [BibTex]

Actions Actions

Reasoning LM

LM Env LM Env
Jces B — Trac.es\—/ B
Observations Observations
Reason OnlY (eg. Chain-of-thought] Act Only (e.g. SayCan, WebGPT) ReAct (Reason + Act)

Language models are getting better at reasoning (e.g. chain-of-thought prompting) and acting (e.g. WebGPT, SayCan, ACT-1), but these two
directions have remained separate.

ReAct asks, what if these two fundamental capabilities are combined?



https://react-lm.github.io/
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Instructio

LLM Ag e ntsn Tool Use for RAG! CoT!

Following /

[ 1 I [

4 L (1) Hotspot QA J v ' 1 (1d) ReAct (Reason + Act) ] ¥ ™
Question: Aside from the Apple Remote, what other device Thought 1: I| need to search Apple Remote and find the

program it wds originally designed to interact with.

Act 1l: Search[Apple Remote]

Obs 1: The Apple Remote 1s a remote control introduced in
October 2005 by Apple .. originally designed to control the

——{ a1 stanaara |—— ——{ o) actoniy | | FECREIRUIREGISNCERERS] progzan .

can control the program Apple Remote was originally
designed to interact with?

L.

Answer: iFod )( Act 1: Search[Apple Remote] Thought 2: Apple Remote was originally designed to control
g ) Obs 1: The Apple Remote is a the Front Row media center program. I need to search
remote control .. - next and find what other device can contrel it.
f{ (lb) CoT (Reason Only) }\ Act 2: Search[Front Row]
. Obs 2: Could not find [Front Row]. Similar: 'Front Row
Thought: Let's think step Act 2: Search[Front Row ] [ ] [

Seat to Earth', 'Front Row Motorsports','
Obs 2: Could not find [Front _. 1

F

FRow]. Similar:

Thought 3: Front Row is not found. I need to search -
Act 3: Saarch[_ =
_] Act 3: Search| ]

Obs 3: Front Row is a discontinued media center software ..

So the answer is

Obs 3: Front Row is a

iPhone, iPad, and iPod discontinued media center Thought 4:
Touch. software .. So the answer is
keyboard function keys.
Answer: keyboazd function keys v
\_Touch w,

: iPhone, iPad, iPod N
j j %) | 2= 4: Finish(je8 X Act 4: Finish[
- S W

REACT: SYNERGIZING REASONING AND ACTING IN
LANGUAGE MODELS (Yao et al., ICLR 2023)



https://arxiv.org/pdf/2210.03629.pdf

LLM Ag e ntS ALFWorld: https://alfworld.github.io/

) ( !
- | (2) AlfWorld | N | (2b) ReAct (Reason + Act) | ™
You are in the middle of a room. Loocking quickly around Act 1: Think[First I need to find a pepper shaker...more
you, you see a cabinet 6, a cabinet 1, a coffee machine 1, likely to appear in cabinets (1-6), countertops (1-3), ... 1
a countertop 3, a stove burner 1, and a toaster 1. Act 2: Go to cabinet 1
Your task is to: Put some pepper shaker on a drawer. Obs 2: On the cabinet 1, you see a vase 2.
e s (Here the agent go to cabinet 1, then cabinet 2, 3, then countertop 1 and 2}
( )
r‘A = 3 1 | (2a) Act-Only | N | Aet 6: Go to countertop 3
ek 15 6o Eo drower Obs 6: On the countertop 3, you see a apple 1, a bread 1,

Obs 1: The drawer 1 is closed. (| a pepper shaker 1, and a vase 3.
Act 2: Open drawer 1 Act 7:
Obs 2: You open the drawer 1. The drawer 1 is open. In it, Obs 7:
you see a dishsponge 2, and a spoon 1.

Take pepper shaker 1 from countertop 3
You pick up the pepper shaker 1 from the countertop 3.

. : Act B8: Think[Now I find a pepper shaker 1. Next, I need to
Act 3: Go to sinkbasin 1 put it in/on drawer 1. ]

Obs 3: On the sinkbasin 1, you see a dishsponge 3, a Act 9: Go to drawer 1
spatula 1, and a spoon Z. Obs 9: Drawer 1 is closed.

Act 4: Take peppershaker 1 from sinkbasin 1 Act 10: Open drawer 1

Obs 4: Nothing happen: Obs 10: You open Drawer 1 ..

Act 5: )( Act 11: Put pepper shaker 1 in/on drawer 1

Obs 5: Nothing happens. Obs 11: \/
L Nothin 1appPens J vy

REACT: SYNERGIZING REASONING AND ACTING IN
LANGUAGE MODELS (Yao et al., ICLR 2023)



https://arxiv.org/pdf/2210.03629.pdf
https://alfworld.github.io/

LLM Agents

Prompting Method HotpotQA FEVER ALFWorld WebShop
(question answering, | (fact verification,  (text-based game, (web interaction,
exact match, 6-shot) | accuracy, 3-shot)  succ rate, 2-shot)  succ rate, 1-shot)

Standard (I0) 287 571 N/A (cannot act) | N/A (cannot act)
Reason-only (CoT) 294 56.3 | N/A (cannot act) | N/A (cannot act)
Act-only 2517 589 | 45 | 301
Best ReAct method 351 64.6 | n | 40

Supervised/Imitation 67.5 (140k samples) | 89.5 (90k samples) | 37 (100k samples) | 291 (90k samples)
Learning SoTA

https://react-Im.githu
b.io/



https://react-lm.github.io/
https://react-lm.github.io/

LLM Agents

Agentinstruct is an instruction-tuning dataset containing multi-step
ReAct trajectories for a variety of tasks that require CoT and tool use!

Held-in Tasks 3 sl - m k; More Agent Tasks
1 Trajectory 1 :
! s Ehought: I should
ﬁ % Train set ! first list all the l m
» | tables, then .. |
Operating Batahaca | = ilrctiorl: SHOW TABLES; | Digital E'
System I Instruction Action: INSERT INTO .. : Card GameD v C ;
T — I 2T al omputer
EEEI @ De:;?letion' Generation s B0 X! yTaSkSp
——— Trajectory2 | : i
Web  Knowledge | (patabase) i : Wiki QA https://arxiv.org/pdf/2310.12823.pdf
Navigation  Graph | G Tidenes Goremvion - = & AGENTTUNING: ENABLING
Self- et A = Action: UPDATE Eﬁ_ GENERALIZED AGENT ABILITIES FOR
e | PasSs in th students rade = | A ntLM o i
@ ﬁ Instruct i e ;E%gsfﬁﬂgg grode: » : ge o E)(St.‘.ll:=!r'lt?,(,=3t LLMS (Zeng et al., 2023)
' iy B v e periments
Sh‘:;;ng I:Io?(l:ijisnz K e e ] Interaction
Agentinstruct AgentTuning

Figure 2: An overview of AgentInstruct and AgentTuning. The construction of Agentlnstruct,
consisting of instruction generation, trajectory interaction, and trajectory filter. AgentLM is fine-
tuned using a mixture of Agentlnstruct and general-domain instructions.



https://arxiv.org/pdf/2310.12823.pdf

LLM Agents

B
-

Held-in Tasks — 4.41
g claude
- gpt-3.5-turbo ;
= text-davinci-003 S APl-based
g claude-instant 2 LLM
3 text-davinci-002 | -
text-bison-001 ; :
chatglm2 i :
GPT-3.5 openchat-13b 1 : 1.15 :
A wizardim-30b ..!.0.83 l
Held-out Tasks vicuna-13b Le0.62 :
E wizardim-13b f.t0.59 ' Open-sourced
A e i : LLMs https://arxiv.org/pdf/2310.12823.pdf
= Ao dcoder-15b {0, i
g N OlN 212D uﬂ.f; : AGENTTUNING: ENABLING
5| |_| |_| oasst-sft-4-12b {0 07 i GENERALIZED AGENT ABILITIES FOR
1Avg:0.42 _1AvVg:2.24 . LLMS (Zeng et al., 2023)
7B 138 708 GPT-35 : 7 : 2 >

B GPT-3.5 O Llama 2 (chat) @ AgentLM (Qurs) AgentBench Overall Score

(a) Overall score in our held-in and held-out tasks. (b) Closed & open LLMs on agent tasks (Liu et al., 2023)

Figure 1: (a) AgentLM exhibits superior performance. AgentL.M is a series of models fine-tuned
on the foundation of Llama 2 chat. Moreover, its generalization capability on held-out tasks is on
par with GPT-3.5; (b) This figure is directly re-printed from AgentBench (Liu et al., 2023) with
permission. Open LLMs significantly underperforms API-based LLMs.


https://arxiv.org/pdf/2310.12823.pdf

LLM Agents

Agent Takeaways:
° LLM Agents tackle far more complex problems than previously possible.
° They combine instruction following, reasoning, and tool use in a step-by-step loop.
° The agent’s “short-term memory” is its context;

°The agent’s “long-term memory” is its knowledge retrieved via RAG (tools)

A 4 Procedural Memory Semantic Memory  Episodic Memory ) B Ol saivation
I E] 8B fb
o o -—
— e — i o There are already efforts to
**ﬁ (Jﬁ = ')(L“T ) (“‘ ')0“'“‘"“’) [ | formalize LLM agent
[ ]é iﬁ; } _— components into cognitive
B ) —t architectures...

Working Memory )

Selection

Cognitive Architectures for Language Agents
' (Sumers et al., 2023)

[(((Q J . https://arxiv.org/pdf/2309.02427.pdf
Digital

Dialogue Physical



https://arxiv.org/pdf/2309.02427.pdf

Agenda

Introduction
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Instruction Tuning

Chain-of-Thought (CoT)

Retrieval Augmented Generation
(RAG)

LLM Agents
| osawson



Discussion

So, you want to build your own Agents? Here are some resources:

> https://www.langchain.com/use-case/agents A @ LangChain

_ _ (%) Hugging Face
o https://huggingface.co/docs/transformers/main/en/trans._...._._ ___.._5

@penAl Assistants API

E AutoGen

o https://platform.openai.com/docs/assistants/overview

o https://microsoft.github.io/autogen/

Build \wii or source/models (e.g., Llama-2)!


https://www.langchain.com/use-case/agents
https://huggingface.co/docs/transformers/main/en/transformers_agents
https://platform.openai.com/docs/assistants/overview
https://microsoft.github.io/autogen/
https://www.promptingguide.ai/

Thank You!
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