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Introduction

 Evolution of LLMs 
 2018 – early 2023

Source: 
Yang et al., 2023

https://arxiv.org/pdf/2304.13712.pdf


Introduction
 What makes LLMs so useful?
 LLMs were born from NLP research, 
but their capabilities have 
continuously evolved:

 2013: How to represent text?
 2014: How to generate text?
 2015-2017: Focused NLP applications 
with RNNs

 2017-2019: Contextual representation 
& scalable transfer learning

 2020 – 2023: General NLP applications
 2023 – ???: General multimodal 
applications

Source: 
Yang et al., 2023

https://arxiv.org/pdf/2304.13712.pdf


Introduction

2023 – ???: General multimodal applications

2013: How to represent 
text?

Source

2014: How to generate 
text?

Sourc
e

2015-2016: Focused NLP 
applications with RNNs

Sourc
e (e.g., Machine

Translation)

2017-2019: Contextual 
representation & scalable 
transfer learning

2020 – 2023: General NLP 
applications

https://towardsdatascience.com/mapping-word-embeddings-with-word2vec-99a799dc9695
https://arxiv.org/pdf/1409.3215.pdf
https://arxiv.org/pdf/1409.3215.pdf
https://arxiv.org/pdf/1409.0473.pdf
https://arxiv.org/pdf/1409.0473.pdf


Introduction
2020 – 2023: General NLP 
applications

 Since ChatGPT’s release, open and 
commercial LLMs have become ubiquitous…

 Capable of many tasks and catalyzed by 
constant competition to be the best…

 https://huggingface.co/spaces/HuggingFaceH4
/open_llm_leaderboard

 Applications and ecosystems have grown at 
breakneck speed:

Falcon

Persimmon-
8B

OpenAI 
developer 
platform

https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard


Introduction
 Q: Where was the fundamental “jump” in LLM capability in 2021-
2023?

 A: Several contributing factors:
◦ Scale (# parameters, # tokens)
◦ Instruction Tuning
◦ Alignment (RLHF)
◦ Advanced Prompting (CoT)
◦ Retrieval Augmentation (RAG)
◦ Tool Use
◦ Perception-Action loop

Autonomous LLM Agents!

Image Sourc
e

https://www.zdnet.com/article/85-of-business-leaders-would-let-a-robot-make-their-decisions/
https://www.zdnet.com/article/85-of-business-leaders-would-let-a-robot-make-their-decisions/
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Recap: How do LLMs Work?

He opened the door and slowly 
stepped inside. Immediately he 
felt a sharp pain stabbing through 
his foot, for the floor was covered 
with
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Recap: How do LLMs Work?

He opened the door and 
slowly stepped inside. 
Immediately he felt a sharp 
pain stabbing through his 
foot, for the floor was covered 
with burning hot lava. <eos>

Causal
Language

Model

Next 
word

Probabilit
y

DONE
!



Recap: How do LLMs Work?
 In text generation, we feed tokens in 
to an LLM and predict the next ones 
autoregressively.

 Input text is first preprocessed by 
tokenization into words or subwords:

LLM

Token 
embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+

Representa
t.
w/ 

attention

Representa
t.
w/ 

attention

Representa
t.
w/ 

attention

Representa
t.
w/ 

attention

Representa
t.
w/ 

attention

  rem            _ip             sum          _dolor        
    …   Linear + Softmax

…       Lo              rem           _ip             sum        
  _dolor

”Lorem ipsum dolor sit amet”

[”Lo”, ”rem”, ”_ip”, ”sum”, ”_dolor”, ”_sit”, 
”_a”, ”met”]

[5643, 6568, 332, 2224, 99, 129, 22931, 
2321]



Recap: How do LLMs Work?
 Input text is first preprocessed by 
tokenization into words or 
subwords:

LLM

Token 
embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+

Representa
t.
w/ 

attention

Representa
t.
w/ 

attention

Representa
t.
w/ 

attention

Representa
t.
w/ 

attention

Representa
t.
w/ 

attention

rem (6568)    …               …                …          
      … Linear + Softmax

…   Lo (5643)   rem (6568)    …                …         
       …

”Lorem ipsum dolor sit amet”

[”Lo”, ”rem”, ”_ip”, ”sum”, ”_dolor”, ”_sit”, 
”_a”, ”met”]

[5643, 6568, 332, 2224, 99, 129, 22931, 
2321]

0
1
2
…
...
564
3
…
…
~50
k

Embedding lookup table

…
…



Recap: How do LLMs Work?
• Embeddings are the way tokens are fed into the LLM. An 

embedding is a numeric array (vector) which encodes the 
contextual similarity of a token with other tokens.

…       Token t     Token t+1    Token t+2    Token t+3    
Token t+4

Image source: 
https://predictivehacks.com/a-high-level-introduction-to-w
ord-embeddings/

LLM

Token 
embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+
Token 

embedding

Positional 
encoding

+

Recall: Word2Vec!

https://predictivehacks.com/a-high-level-introduction-to-word-embeddings/
https://predictivehacks.com/a-high-level-introduction-to-word-embeddings/


Recap: How do LLMs Work?
 Autoregressive Language Models come in 
encoder-decoder or decoder-only setups.

 Early work (e.g., Sutskever et al., 2014, 
Vinyals & Le, 2015) used Long-short Term 
Memory (LSTM) networks (Hochreiter & 
Schmidhuber, 1997) to probabilistically 
model the sequence of words in a 
conversation:

FC Layer + Softmax

Hi! How are

P( you | Hi! How 
are)

P( are | Hi! How)P( How | 
Hi!)

…
Image Sources: 
• Sequence to Sequence Learning with Neural Networks (Sutskever et al., 2014)
• A Neural Conversational Model (Vinyals & Le, 2015)
• Chris Olah’s blog https://colah.github.io/posts/2015-08-Understanding-LSTMs/

https://colah.github.io/posts/2015-08-Understanding-LSTMs/


Recap: How do LLMs Work?
 Modern LLMs are still Autoregressive 
Language Models that model language 
probabilistically – just with a different 
backbone: 

 The Transformer (Vaswani et al., 2017):

FC Layer + Softmax

Hi! How are

P( you | Hi! How 
are)

P( are | Hi! How)P( How | 
Hi!)

…Image Source: Attention is All You Need (Vaswani et 
al., 2017)

Transformers replace recurrence 
with Positional Encodings and 
Self-Attention!



Recap: How do LLMs Work?
FC Layer + Softmax

Hi! How are

P( you | Hi! How 
are)

P( are | Hi! How)P( How | 
Hi!)

…Image Source: Attention is All You Need (Vaswani et 
al., 2017)

Here, the model 
learned that 
“options” means 
“Japanese 
restaurant in 
Morgan Hill”, 
among other things!
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Instruction Tuning
 So, LLMs are just overparameterized autocomplete models.

How do you say “Thank 
You” in French? LLM

How do you say 
“Thank You” in French? 
I’m visiting France and 
want to make sure I 
know basic etiquette…



Instruction Tuning
 So, LLMs are just overparameterized autocomplete models.

How do you say “Thank 
You” in French? LLM

How do you say 
“Thank You” in French?

How do you say 
“Thank You” in 
Spanish?

How do you say 
“Thank You” in Italian?

…



Instruction Tuning
 So, LLMs are just overparameterized autocomplete models.
 Prompt engineering is needed to get desired results:

Q: How do you say “Thank 
You” in French?

A:
LLM

Q: How do you say 
“Thank You” in 
French?

A: You can say 
“Merci” or “Merci 
Beucoup”.

Prompt Templating:

{question}      Q: {question}
                             A:



Instruction Tuning
 So, LLMs are just overparameterized autocomplete models.
 Few-shot learning is often needed to “teach” the LLM a new task in context:

Q: How do you say “Thank You” 
in Spanish?

A: You can say “Gracias” or 
“Muchas Gracias”.

Q: How do you say “Thank You” 
in German?

A: You can say “Danke” or 
“Danke Schon”.

Q: How do you say “Thank You” 
in French?

A:

LLM
Q: How do you say “Thank 
You” in Spanish?

A: You can say “Gracias” or 
“Muchas Gracias”.

Q: How do you say “Thank 
You” in German?

A: You can say “Danke” or 
“Danke Schon”.

Q: How do you say “Thank 
You” in French?

A: You can say “Merci” or 
“Merci Beucoup”.

Few-Shot Prompt Templating:

{example Q1}, {example A1},
{example Q2}, {example A2},
…                       …
{question}      Q: {example Q1}
                             A:  {example A1}
                             …
                             Q: {question}
                             A:



Instruction Tuning
 So, LLMs are just overparameterized autocomplete models.
 If you have a couple thousand examples you can also fine-tune the weights 
directly for the desired template, for example to just treat every input as a 
question and try to answer it:

LLMHow do you say “Thank 
You” in French? You can say “Merci” 

or “Merci Beucoup”.

Critically: Fine-tuning can make the most likely autocompletion become a natural response!



Instruction Tuning

 BUT: a fine-tuned LLM would become specialized to that one task and be 
incapable of others.

Critically: Fine-tuning can make the most likely autocompletion become a natural response!

LLMWhat is 3 + 4? You can say 
“Combien font 3 + 
4 ?”



Instruction Tuning

      The solution? Instruction Tuning! 
◦ Fine-tune on a mixture of tasks prefixed with natural language instructions:

Critically: Fine-tuning can make the most likely autocompletion become a natural response!

LLM
Answer the following 
question:
What is 3 + 4?

Translate the following 
sentence into French:
“Thank You”

The answer is 7.

“Merci” or “Merci 
Beucoup”



Instruction Tuning

34

Wei et al., ICLR 2022; Google Research. 
https://arxiv.org/pdf/2109.01652.pdf

https://arxiv.org/pdf/2109.01652.pdf


Instruction Tuning
• Instruction tuning is now the de-facto standard for LLMs used as Assistants 

or Agents. Some very influential works:
• FLAN + FlanT5 (Wei et al., 2022; Chung et al, 2022)
• InstructGPT + ChatGPT (Ouyang et al., 2022; OpenAI blog, 2022)

35

Ouyang et al., 2022; https://arxiv.org/pdf/2203.02155.pdf

https://arxiv.org/pdf/2203.02155.pdf


Instruction Tuning Examples 
(FLAN)



Instruction Tuning Examples 
(FLAN)



Aligned Instruction Tuning Process 
(InstructGPT)

38

Ouyang et al., 2022; 
https://arxiv.org/pdf/2203.02155.pdf

Also known as 
Reinforcement 
Learning from 

Human Feedback:
RLHF

https://arxiv.org/pdf/2203.02155.pdf


Instruction Tuning
 Takeaway: Almost any off-the-shelf LLM you use today will be instruction 
tuned and also likely aligned with RLHF.

 If using open-source models, be careful:
 The same model often comes as “base”, “instruct”, and/or “chat” variants:

Instruction tuned, RLHF’d, ready to 
serve you as your personal assistant.

Wild, untamed autocomplete engine!
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Chain-of-Thought (CoT)
 Ok so, LLMs are not just overparameterized autocomplete models. LLMs can 
follow instructions.

 But, they are pretty awful at math:
Chain-of-thought Reasoning (Wei et 
al., 2022)

Source: https://arxiv.org/pdf/2201.11903.pdf

https://arxiv.org/pdf/2201.11903.pdf


Chain-of-Thought (CoT)
 Ok so, LLMs are not just overparameterized autocomplete models. LLMs can 
follow instructions.

 But, they are pretty awful at math:
Chain-of-thought Reasoning (Wei et 
al., 2022)

Source: https://arxiv.org/pdf/2201.11903.pdf

… Or not, if the problem 
can be broken down into 
simple steps!

Chain-of-Thought (CoT) 
is a prompting 
technique to elicit 
step-by-step reasoning 
in LLMs.

https://arxiv.org/pdf/2201.11903.pdf


Chain-of-Thought (CoT)
 In 2022 it was discovered that the largest LLMs at the time (e.g., GPT-3) could 
be prompted to do zero-shot CoT using a simple “incantation”:

https://arxiv.org/pdf/2205.11916.
pdf
Large Language Models are 
Zero-Shot Reasoners (Kojima et 
al., NeurIPS 2022)

The “magic” incantation:
“Let’s think step by step”

https://arxiv.org/pdf/2205.11916.pdf
https://arxiv.org/pdf/2205.11916.pdf


Chain-of-Thought (CoT)
 In 2022 it was discovered that the largest LLMs at the time (e.g., GPT-3) could 
be prompted to do zero-shot CoT using a simple “incantation”:

https://arxiv.org/pdf/2205.11916.
pdf
Large Language Models are 
Zero-Shot Reasoners (Kojima et 
al., NeurIPS 2022)

The “magic” incantation:
“Let’s think step by step”

Critically, the technique is dramatically more 
effective on InstructGPT than base GPT-3!

https://arxiv.org/pdf/2205.11916.pdf
https://arxiv.org/pdf/2205.11916.pdf


Chain-of-Thought (CoT)
 Other similar phrases yielded similar results:

https://arxiv.org/pdf/2205.11916.
pdf
Large Language Models are 
Zero-Shot Reasoners (Kojima et 
al., NeurIPS 2022)

https://arxiv.org/pdf/2205.11916.pdf
https://arxiv.org/pdf/2205.11916.pdf


Chain-of-Thought (CoT)
 Works for a variety of reasoning tasks, not just math:

https://arxiv.org/pdf/2205.11916.
pdf
Large Language Models are 
Zero-Shot Reasoners (Kojima et 
al., NeurIPS 2022)

https://arxiv.org/pdf/2205.11916.pdf
https://arxiv.org/pdf/2205.11916.pdf


Chain-of-Thought (CoT)

https://arxiv.org/pdf/2205.11916.
pdf
Large Language Models are 
Zero-Shot Reasoners (Kojima et 
al., NeurIPS 2022)

https://arxiv.org/pdf/2205.11916.pdf
https://arxiv.org/pdf/2205.11916.pdf


Chain-of-Thought (CoT)

https://arxiv.org/pdf/2205.11916.
pdf
Large Language Models are 
Zero-Shot Reasoners (Kojima et 
al., NeurIPS 2022)

https://arxiv.org/pdf/2205.11916.pdf
https://arxiv.org/pdf/2205.11916.pdf


Chain-of-Thought (CoT)
 Recently, authors have proposed improvements to CoT:

Tree of Thoughts: Deliberate Problem 
Solving with Large Language Models 
(Yao et al., 2023) 
https://arxiv.org/pdf/2305.10601.pdf

https://arxiv.org/pdf/2305.10601.pdf


Chain-of-Thought (CoT)
 Recently, authors have proposed improvements to 
CoT:

SELF-CONSISTENCY IMPROVES CHAIN 
OF THOUGHT REASONING IN 
LANGUAGE MODELS (Wang et al., ICLR 
2023) 
https://arxiv.org/pdf/2203.11171.pdf

https://arxiv.org/pdf/2203.11171.pdf


Chain-of-Thought (CoT)
 Recently, authors have proposed improvements to 
CoT:

Tree of Thoughts: Deliberate Problem 
Solving with Large Language Models 
(Yao et al., 2023) 
https://arxiv.org/pdf/2305.10601.pdf

https://arxiv.org/pdf/2305.10601.pdf
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Retrieval Augmented Generation 
(RAG)

LLM
 I’m planning to visit 

Palm Island in the 
Grenadines. Can I 

drive there? 
Yes, you can drive 
over the Palm Island 
Bridge from Clifton to 
Palm Island, St. 
Vincent & 
Grenadines.

Ok so, LLMs can follow instructions & 
use step-by-step reasoning to plan the 
best response.

But, they still hallucinate facts:



Retrieval Augmented Generation 
(RAG)

LLM
 I’m planning to visit Palm Island 

in the Grenadines. Can I drive 
there?

 Palm Island in the Grenadines is a 
small island one mile from Union 
Island, only accessible by boat. 

No, Palm Island in the 
Grenadines is only 
accessible by boat.

Ok so, LLMs can follow instructions & 
use step-by-step reasoning to plan the 
best response.

1. Query Knowledge Source

2. Append to context

3. Tokens of correct information 
become more likely in the 
autocomplete process!

This process is called 
Retrieval-Augmented 
Generation (RAG)!



Retrieval Augmented Generation 
(RAG)

 Approaches RAG include:
1. Generating queries against a vector-space IR system 

a. REALM: Retrieval-Auugmented LM Pre-training (Guu et 
al., 2020)

b. RAG: Retrieval-Augmented Generation (Lewis et al., 
2020)

c. DPR: Dense Passage Retrieval (Karpukhin et al., 2020)
d. FiD: Fusion-in-Decoder (Izacard & Grave, 2020)
e. RETRO: Retrieval-Enhanced Transformer 
         (Borgeaud et al., 2021)
We paid twenty __ at the Buckingham 
Palace gift shop.
[sep] Buckingham Palace is the London 
residence of the British monarchy.

(origin of term “RAG”)



Retrieval Augmented Generation 
(RAG)

Retrieval-Augmented Generation for 
Knowledge-Intensive NLP Tasks (Lewis et 
al., NeurIPS 2020)
https://arxiv.org/abs/2005.11401

https://arxiv.org/abs/2005.11401


Retrieval Augmented Generation 
(RAG)

 Recent, more capable instruction-tuned LLMs have 
allowed a simpler form of RAG to take hold: Tool 
Use.

For example:
a) LaMDA (Thoppilan et al., 2022)
b) Toolformer (Schick et al., 2023)

Source: 
https://arxiv.org/pdf/2302.04761.pdf

Toolformer has only 6.7b 
parameters but outperforms 
GPT-3 (175b params) on Q&A 
and tasks requiring 
mathematical or temporal 
reasoning.

Tool Use is a generalization of RAG, 
going beyond traditional information 
retrieval and including all kinds of 
external functions!

https://arxiv.org/pdf/2302.04761.pdf
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LLM Agents

◦ Scale (# parameters, # tokens)
◦ Instruction Tuning
◦ Alignment (RLHF)
◦ Advanced Prompting (CoT)
◦ Retrieval Augmentation (RAG)
◦ Tool Use
◦ Perception-Action loop

Autonomous LLM Agents!

Image Sourc
e

Perception-Action loop brings it 
all together!

https://www.zdnet.com/article/85-of-business-leaders-would-let-a-robot-make-their-decisions/
https://www.zdnet.com/article/85-of-business-leaders-would-let-a-robot-make-their-decisions/


LLM Agents https://react-lm.githu
b.io/

https://react-lm.github.io/
https://react-lm.github.io/


LLM Agents CoT!
Instructio
n 
Following
!

Tool Use for RAG!

REACT: SYNERGIZING REASONING AND ACTING IN 
LANGUAGE MODELS (Yao et al., ICLR 2023) 
https://arxiv.org/pdf/2210.03629.pdf

https://arxiv.org/pdf/2210.03629.pdf


LLM Agents

REACT: SYNERGIZING REASONING AND ACTING IN 
LANGUAGE MODELS (Yao et al., ICLR 2023) 
https://arxiv.org/pdf/2210.03629.pdf

ALFWorld: https://alfworld.github.io/

https://arxiv.org/pdf/2210.03629.pdf
https://alfworld.github.io/


LLM Agents

https://react-lm.githu
b.io/

https://react-lm.github.io/
https://react-lm.github.io/


LLM Agents
AgentInstruct is an instruction-tuning dataset containing multi-step 
ReAct trajectories for a variety of tasks that require CoT and tool use!

https://arxiv.org/pdf/2310.12823.pdf
AGENTTUNING: ENABLING 
GENERALIZED AGENT ABILITIES FOR 
LLMS (Zeng et al., 2023)

https://arxiv.org/pdf/2310.12823.pdf


LLM Agents

https://arxiv.org/pdf/2310.12823.pdf
AGENTTUNING: ENABLING 
GENERALIZED AGENT ABILITIES FOR 
LLMS (Zeng et al., 2023)

https://arxiv.org/pdf/2310.12823.pdf


LLM Agents
 Agent Takeaways:

◦ LLM Agents tackle far more complex problems than previously possible.
◦ They combine instruction following, reasoning, and tool use in a step-by-step loop.
◦ The agent’s “short-term memory” is its context;
◦ The agent’s “long-term memory” is its knowledge retrieved via RAG (tools)

Cognitive Architectures for Language Agents
(Sumers et al., 2023)
https://arxiv.org/pdf/2309.02427.pdf

There are already efforts to 
formalize LLM agent 
components into cognitive 
architectures…

https://arxiv.org/pdf/2309.02427.pdf
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Discussion
 So, you want to build your own Agents? Here are some resources:

◦ https://www.langchain.com/use-case/agents

◦ https://huggingface.co/docs/transformers/main/en/transformers_agents

◦ https://platform.openai.com/docs/assistants/overview

◦ https://microsoft.github.io/autogen/

◦ https://www.promptingguide.ai/

OpenAI Assistants API

Build with OpenAI or open-source models (e.g., Llama-2)!

https://www.langchain.com/use-case/agents
https://huggingface.co/docs/transformers/main/en/transformers_agents
https://platform.openai.com/docs/assistants/overview
https://microsoft.github.io/autogen/
https://www.promptingguide.ai/


Thank You!
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